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12th May 2020 
 
Dear Artificial Intelligence in Health and Care Award 2020 Committee, 
 
Re: Clinical validation of the AI Clinician decision support system for sepsis 
treatment 
 
I am writing as Director of the NIHR Imperial Biomedical Research Centre (BRC) to express 
my strongest support for Professor Anthony Gordon’s application to the Artificial Intelligence in 
Health and Care Award 2020 for the project titled “Clinical validation of the AI Clinician 
decision support system for sepsis treatment.”  
 
At least 48,000 deaths a year in the UK are related to sepsis, which happens when the 
immune system overreacts to an infection and starts to damage the body's own tissues and 
organs. The background work for this proposal, resulted in a ground-breaking publication in 
Nature Medicine, demonstrating the superiority of AI supported decision making over clinical 
decisions made by the most experienced intensivists. This project aims to build a platform to 
validate the AI Clinician algorithm in real-time, providing dosing suggestions to physicians 
within the NHS ICU. 
 
The multidisciplinary team to deliver this project includes experts from Imperial College 
London, Imperial College Healthcare NHS Trust, NIHR London MedTech & In-Vitro 
Diagnostics Co-operative (MIC) and University College London Hospitals, who all have a 
record of accomplishment in delivering research outputs that can impact patient care. 
 
It is critical for the NHS and the NIHR to be supporting researchers to develop the tools that 
will facilitate the personalised health and care approaches required for the future. The AI 
Clinician technology has the potential to provide individualised real-time decision support to 
clinicians for the treatment of sepsis and I am fully supportive of this application. 
Yours sincerely 

  

 
 

Professor Mark Thursz 
Director, NIHR Imperial BRC 

mailto:matthieu.komorowski@gmail.com
http://www.google.com/
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Personalised Medicine in the ICU with AI

The hype The reality The path to 
clinical impact



The hype



In sepsis:
• Predict sepsis
• Predict antibiotic 

resistance
• Discover novel 

antibiotics

Organ support:
• Predict organ failure
• Sedation / 

ventilation strategy
• Optimise drug 

dosing

Haemodynamic 
support:
• Predict shock
• Predict hypotension
• Suggest fluids 

and/or vasopressor 
dosing

• Predict 
admission

• Predict 
outcomes

• Identify 
phenotypes for 
clinical trial 
enrolment

Imagine if AI could help us…



Machine learning = « learning from data»

Supervised
learning

• Learn the 
function y=f(x)

1.Regression
2.Classification

Unsupervised
learning

• Learn data 
structure

1.Clustering
2.Dimensionality

reduction

Reinforcement
learning

• Learn an 
optimal 
strategy



Predicting A&E
admission

• 4.6 M patients from 389 GP practices 
from UK Clinical Practice Research 
Datalink
• Covariates: demographics, lifestyle 

factors, vital signs, laboratory tests, 
medications, comorbidities, previous 
emergency admissions
• AUC 0.848 for emergency admission 

within 24 months

[Rahimian, PLOS Med 2018]



Predicting 
Outcomes

[Rajkomar npj Digital Med 2018]

AUROC for:
• In-hospital mortality 0.93–0.94
• 30-day unplanned readmission 0.75–0.76
• Prolonged length of stay: 0.85–0.86
• Discharge diagnoses 0.90



• N=703,782
• 1000+ sites
• 13.4% KDIGO 

AKI+

• AUC = 0.92
• 55.8% of AKI 

detected
• FP rate 2:1

(2019)



[Crit Care Med 2018]



[Oct 2021]



[Aug 2019]



[Adapted with permission
from Iwashyna AJRCCM 2015]



Reinforcement learning

[Sutton & Barto 2020, Liu JMIR 2020]



Reinforcement Learning Applications in ICU

[Liu JMIR 2020]



[Feb 2021]



Nov 2018

3D representation of the 750 
states of the reinforcement 

learning model



Independent replication

2020 IEEE International Conference
on Healthcare Informatics (ICHI)

HIS 2022

Sept 2021



Derived models Feb 2022

Apr 2022

https://arxiv.org/pdf/2001.03224 2020

https://arxiv.org/pdf/2001.03224


In sepsis:
• Predict sepsis
• Predict bacteraemia
• Predict antibiotic 

resistance
• Discover novel 

antibiotics

Organ support:
• Predict organ failure
• Sedation / 

ventilation strategy
• Optimise drug 

dosing

Haemodynamic 
support:
• Predict shock
• Predict hypotension
• Suggest fluids 

and/or vasopressor 
dosing

• Predict 
admission

• Predict 
outcomes

• Identify 
phenotypes for 
clinical trial 
enrolment

Imagine if AI could help us…



The Reality



Level of readiness of AI Applications in the ICU

[van de Sande, ICME 2021]



September 2013





[Fleuren ICM 2020]

N=150 Models

Only 3 prospective trials
Only 1 RCT

N=28 Papers



• Monocentric • N=142

2017



590K patients monitored
In 5 hospitals

6,877 patients with sepsis who 
were identified by the alert 

before initiation of antibiotics

Alert confirmed by provider 
within 3h
N =4220

Study

Alert not confirmed
N=2657

Control

Study (N=4220) Control (N=2657) Adjusted Risk Difference P value

In-hosp mortality (N,%) 617 (14.6%) 509 (19.2%) −3.34% (−5.10, −1.67%) <0.001

SOFA progr. at 72 h −0.8 ± 2.7 −0.4 ± 2.9 −0.26 (−0.42, −0.11) 0.001

Med. length of stay (h) 156 (99–260) 190 (118–323) −11.58 (−18.13, −5.03) 0.001

(July 2022)

Non randomised



Only 
product 
available?



Development & deployment of AI 
tools into clinical practice

[Mamdani, ICME 2021]



The Technology Acceptance Model (TAM)

[Davies 1989 ; Holden J Biomed Inf 2010]

Effect on 
patient



[Jan 2021]



• Higher risk of death 
at 14 days in non-
teaching hospitals 
with alerts (15.6% vs 
8.6%, p=0.003)

• “We are left without 
a satisfying unifying 
explanation for the 
potential harm.”

[Wilson BMJ 2021]



Machine learning is only a (small) piece of the puzzle

ML model

Prospective testing
Clinical trials

Model 
Generalizability

Patient and 
Public 

Involvement

Patient 

impact at 

scale

Clinical 
relevance

Interpretability 
/ Explainability

Human Factors / 
Implementation 

Science

Safety assurance
Regulations

IP protection

Cost 
effectiveness 

analysis

Medical device 
development

Data 
Interoperability

Data quality

Inclusion and 
Fairness

Patient Trust
Data Protection



• December 2019 – October 2022
• Co-PI: Prof Ibrahim Habli, Univ of York

Safety Evaluation



Safety Monitoring Framework (SMOF) 
for Autonomous Systems

https://hal.archives-ouvertes.fr/hal-01394139/file/revue9.pdf
35

Example: profound 
hypotension left 

untreated

Example: further 
fluids given 

despite possible 
fluid overload

https://hal.archives-ouvertes.fr/hal-01394139/file/revue9.pdf


2022

• We defined 4 unsafe 
decisions, e.g. 
hypotension left 
untreated, fluid overload 
+ more fluids, etc.
• Composite penalty on 

90-d mortality + unsafe 
decisions



AI Clinician safety evaluation

37

(1) Subject
(2) Bedside monitor
(3) Patient mannequin
(4) ICU bedside information chart
(5) Bedside nurse
(6) AI screen.

• Simulated ICU ward round 
of 6 patients with sepsis

• With AI Decision Support 
System

• 1/3 of AI suggestions 
voluntarily unsafe

• Eye tracking



[Credit: Myura Nagendran, Paul Festor]



AI Clinician 2.0 
validation project

2020-2023
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Dear Artificial Intelligence in Health and Care Award 2020 Committee, 
 
Re: Clinical validation of the AI Clinician decision support system for sepsis 
treatment 
 
I am writing as Director of the NIHR Imperial Biomedical Research Centre (BRC) to express 
my strongest support for Professor Anthony Gordon’s application to the Artificial Intelligence in 
Health and Care Award 2020 for the project titled “Clinical validation of the AI Clinician 
decision support system for sepsis treatment.”  
 
At least 48,000 deaths a year in the UK are related to sepsis, which happens when the 
immune system overreacts to an infection and starts to damage the body's own tissues and 
organs. The background work for this proposal, resulted in a ground-breaking publication in 
Nature Medicine, demonstrating the superiority of AI supported decision making over clinical 
decisions made by the most experienced intensivists. This project aims to build a platform to 
validate the AI Clinician algorithm in real-time, providing dosing suggestions to physicians 
within the NHS ICU. 
 
The multidisciplinary team to deliver this project includes experts from Imperial College 
London, Imperial College Healthcare NHS Trust, NIHR London MedTech & In-Vitro 
Diagnostics Co-operative (MIC) and University College London Hospitals, who all have a 
record of accomplishment in delivering research outputs that can impact patient care. 
 
It is critical for the NHS and the NIHR to be supporting researchers to develop the tools that 
will facilitate the personalised health and care approaches required for the future. The AI 
Clinician technology has the potential to provide individualised real-time decision support to 
clinicians for the treatment of sepsis and I am fully supportive of this application. 
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Early evaluation of the
AI Clinician system for 

sepsis treatment

• XP2 (Jan-June 2023)

• Pilot study at the bedside

• Observational

• XP1 (Oct-Dec 2022)

• “Shadow mode”

• Observational

In 4 ICUs:
- Imperial x3
- UCLH



Level of readiness of AI Applications in the ICU

[van de Sande, ICME 2021]



[Komorowski, ICME 2019]

Drugs à

AI systems? à



Thank you
m.komorowski14@imperial.ac.uk
@matkomorowski



[Sept 2021]



“Pixel to Action” Reinforcement Learning

[Mnih Nature 2015]




